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Abstract of the contribution: It is proposed that localised MBMS deployment with existing specification is sufficient to achieve the V2X goals.
1 Introduction

This document describes how Key Issue 6, open issues can be handled with existing MBMS archtiecture and protocols, specifically without creating any control and user plane separation. This contribution also illustrates why we don’t need to have the complex new architecture for MBMS nodes for V2X as proposed in S2-161692 and S2-161434.
2 Discussion
A logical architecture for V2x message delivery through MBMS is shown in Figure 1 below for convenience. In principle, a number of different deployment options could be considered with respect to the different logical nodes; it seems better to concentrate only on the relevant UP nodes with their interfaces (V2x Server, BM-SC, MBMS GW, and the eNB) since they are the only ones which directly impact on V2x latency.
Observation 1: Deployment options for V2x Server, BM-SC, MBMS GW with respect to the eNB directly impact V2x latency.
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Figure 1 Logical architecture for V2x message delivery using MBMS.

2.1 Localized V2x Server – Co-Located with the eNB
In this case the V2x server, BM-SC, and MBMS GW are all deployed in the same physical node, which also incorporates the eNB. This creates a local (internal) termination of V2x traffic, and all UP interfaces become internal to the physical node. The included eNB is effectively an eNB-type RSU.

Locally terminated V2x messages (e.g. DENMs) may be delivered in a service area consisting of the cells served by the hosting eNB: this option seems particularly appropriate in conjunction with the distributed MCE architecture, i.e. in case the hosting eNB also includes its own MCE. In this case the V2x latency will be the minimum possible, due to the fact that all UP interfaces are now internal. This option is shown in Figure 2 below.
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Figure 2 Localized V2x server, co-located with the eNB.

Observation 2: Deploying a V2x server, BM-SC, MBMS GW and MCE physically in the same eNB seems particularly well-suited for DENM distribution in a smaller area (typically the cells served by a single eNB).
CAM distribution involving uplink from the vehicle UEs, however, does not seem optimal unless also coupled with a suitable local breakout architecture for unicast traffic. Uplink unicast traffic would otherwise need to traverse the core network and back into the localized V2x server, thereby removing all the advantage of the localized architecture.

Observation 3: Deploying a V2x server, BM-SC, MBMS GW and MCE physically in the same eNB seems well-suited for CAM distribution only if coupled with a suitable local breakout architecture.
This option does not seem to have any specification impact.
2.2 Localized V2x Server – Not co-Located with the eNB

In this case the V2x Server, BM-SC, and MBMS GW are all deployed in the same physical node, which does not incorporate an eNB. This physical node may terminate V2x traffic toward several eNBs in the same area, toward which the V2x latency would be greatly reduced with respect to the case where all MBMS UP nodes reside in the core network. This option is shown in Figure 3 below. For DENM distribution probably this option would not give as big an advantage in terms of latency as the previous option, however it would now be possible to distribute messages within a larger service area (due to the fact that several eNBs can now be reached through a more local connection, possibly in combination with different MCE deployment architecture).
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Figure 3 Localized V2x server, not co-located with the eNB.

For CAM distribution this option seems to be equivalent with the previous one in terms of latency especially if coupled with a suitable local breakout for unicast traffic, but also in this case there seems to be a significant advantage in being able to distribute CAMs over a larger service area.
Observation 4: If the V2x Server, BM-SC and MBMS GW are co-located close to the RAN but do not incorporate an eNB, it is possible to optimize CAM and DENM message delivery to a larger service area, made up of all the locally connected eNBs; this is especially true for CAMs if coupled with an appropriate local breakout architecture.

Also in this case, there does not seem to be any specification impact.
2.3 Localized V2x Server and Stand-Alone GW – Not co-Located with the eNB

Considering the interaction with local breakout seems particularly relevant. It seems beneficial to also consider deploying the stand-alone GW for SIPTO@LN in the same physical node as the V2x Server, BM-SC and MBMS GW (not co-located with the eNB): by concentrating all UP nodes for both multicast downlink and unicast uplink traffic it would be possible to optimize the termination of both CAMs and DENMs as close as possible to the RAN without the need to traverse the core network. This option is shown in Figure 4 below. In this case all the eNBs connecting to such a comprehensive UP node would be part of the same LHN (Local Home Network).
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Figure 4 Localized V2x server and stand-alone GW, not co-located with the eNB.

Observation 5: If the same physical node which incorporates the V2x Server, BM-SC and MBMS GW also incorporates the stand-alone GW for SIPTO@LN, it is possible to optimize the termination of CAMs and DENMs as close as possible to the RAN without the need to traverse the core network; all the eNBs connecting to such a comprehensive physical node would be part of the same LHN.
Overall this further optimization seems to give the maximum advantage for both types of messages, and seems to be more flexible in terms of configurable MBMS service areas.
Also in this case, there does not seem to be any specification impact.

2.4 Overall Comparison

The options discussed above are briefly summarized in the table below.
	
	Low latency for DENM distribution
	Low latency for CAM distribution
	Potential MBMS service area
	Preferred MCE deployment architecture
	Deployment impact
	Specification impact

	V2x Server + BM-SC + MBMS GW + eNB
	(((
	(
	single eNB
	distributed MCE
	Low
(“single box”)
	None

	V2x Server + BM-SC + MBMS GW
	((
	(
	several eNBs
	centralized or distributed MCE
	Medium (requires coordination with MBMS service areas)
	None

	V2x Server + BM-SC + MBMS GW + stand-alone GW
	((
	((
	several eNBs
	centralized or distributed MCE
	High (requires coordination of LHN IDs and MBMS service areas)
	None


Table 1 Comparison between two localized MBMS deployment options.

While this table is qualitative, and by no means comprehensive, it may be beneficial to capture it for further discussion.
2.5 Some Observations on Multi-Operator Impact

In case multiple operator networks interact with the V2x Server, some further observations can be made:

· It seems obvious that all vehicle UEs interested in V2x services should be able to receive those services regardless of which PLMN they are connecting to;

· Since a TMSI may not be tied to a PLMN (even though its MCC and MNC codes are according to specifications), it seems V2x service reception should be possible as long as a vehicle UE is in the appropriate region, regardless of whether it is connected to the BM-SC / MBMS GW. This seems to make inter-PLMN V2x distribution easier;

· In downlink (e.g. DENM), the V2x Server needs to connect to multiple BM-SCs (i.e. multiple operators); the area covered by the broadcasted information must be the same (although the MBMS service areas configured by the various operators may be different);

· For the CAM case with unicast uplink in one operator’s domain terminating in the V2X server, and downlink from the V2X server to multiple BM-SCs (i.e. multiple operators), the area covered by the broadcasted information must relate to the vehicle UE sending the message.
3 Conclusions and Proposal
We have briefly discussed a number of options for localized MBMS deployment. None of them seem to have any specification impact, but their deployment impact seems to differ. They have varying degrees of effectiveness toward reducing latency of CAM and DENM distribution.

Decomposition of MBMS nodes into control and user plane impacts and delays deployment of V2X services unnecessarily without any real gain overall.

Our proposal is below:
Capture the above section 2.2-2.5, including the comparison table in the TR 23.785 as a solution alterntive to Key Issue 6.
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